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Abstract
Dialect variations of a language have a severe impact on the per-
formance of speech systems. Therefore, knowing how close or
separate dialects are in a given language space provides useful
information to predict, or improve, system performance when
there is a mismatch between train and test data. Distance mea-
sures have been used in several applications of speech process-
ing, including speech recognition, speech coding, and speech
synthesis. However, apart from phonetic measures, little if any
work has been done on dialect distance measurement. This
study explores pitch movement differences among dialects. A
method of dialect separation assessment based on modeling
2D pitch slope patterns within dialects is proposed. Kullback-
Leibler divergence is employed to compare the obtained sta-
tistical models.The presented scheme is evaluated on a corpus
of Arabic dialects. The sensitivity of the proposed measure to
changes on input data is quantified. It is also shown in a percep-
tive evaluation that the presented objective approach of dialect
distance measurement correlates well with subjective distances.
Index Terms: distance measure, separation assessment, dialect
classification, pitch features

1. Introduction
Dialect is a variety of a language that is used by a group of
speakers belonging to some geographical region. Dialects of a
language differ in phonetic, grammatical, and lexical features.
The distinction between a dialect and a language is sometimes
contradictory. Mutual comprehensibility is a primary criterion
for distinguishing a dialect from a language. Unlike speakers of
different languages, speakers of different dialects of a language
generally understand each other, even with some difficulty [1].
Like any other speaker variation, dialect impacts the perfor-
mance of speech systems. Therefore, efficient dialect classi-
fication algorithms will contribute to improved speech recog-
nition, speaker identification, speech coding, or spoken docu-
ment retrieval systems. Compared to language identification in
which a dictionary and set of language rules are known, dialect
classification is more challenging. In a dialect ID task, dialect-
dependent models are trained , and during the test phase, the
model which is most likely to produce the test utterance is iden-
tified. For both train and test phases, feature vectors are ex-
tracted from audio files. The availability of data transcription
influences the design of dialect ID system. For unsupervised di-
alect classification, systems based on Gaussian Mixture Models
(GMMs) have proven to be successful [2, 3].

∗This project was funded by AFRL under a subcontract to RADC
Inc. under FA8750-05-C-0029, and the University of Texas at Dallas
under Project EMMITT.

Distance measures have been applied in different fields of
speech processing. In speech recognition, from measuring the
distortion between input and output [4, 5, 6] to speaker adapta-
tion and speaker clustering [7, 8], measures of similarity have
played a significant role in improving the system’s performance.
Other areas of speech processing, such as speech coding, en-
hancement, and synthesis have exploited distance as objective
measure of assessing speech quality [9, 10]. Similarities be-
tween different languages have also been utilized for multi-
lingual phoneme modeling [11].

In this study, our focus is on estimating the separation be-
tween different dialects of the same language. Phonetic distance
between dialects have been calculated in several linguistic stud-
ies using various string distances including Levenshtein, Eu-
clidean, and Manhattan distance [12]. The obtained distances
have been applied in order to divide geographical maps into di-
alect areas. Apart from the linguistic approaches, little if any
work has been done on finding a distance measure between di-
alects. In this paper we propose a probabilistic method to com-
pare dialect models trained by 2-dimentional pitch slope fea-
tures. The advantage of proposed method is that it compares
pitch patterns in different dialects, using conversational speech
with no transcription in an unsupervised manner. The proposed
dialect distance assessment framework, which is based on the
available train data, shows how accurately the dialects can be
distinguished. Therefore, it provides some sense of the result-
ing dialect classification system performance, as well as taking
an initial step towards dialect purity assessment. Furthermore,
the performance of a dialect-dependent speech recognition sys-
tem for a new dialect can be estimated based on the distance
between dialects. In a previous study [13], we assessed di-
alect separation comparing log-likelihood score distributions.
GMMs were applied as statistical models for each dialect, and
Mel Frequency Cepstral Coefficients (MFCCs) were used as ex-
tracted features from audio files. In this study we show that the
pitch pattern based separation assessment is consistent with the
log-likelihood score distribution distance for the same corpus.
We present the proposed distance measure in Sec. 2. In Sec. 3
the results and their evaluation on a corpus of Arabic dialects
are discussed. We also show the repeatability of presented mea-
sure, and its correlation with human perception. Conclusions
are drawn in Sec. 4. For the remainder of this paper we use
”dialect distance” and ”dialect separation” interchangeably, and
the word ”distance” is not used in the strict sense of metric
spaces.
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2. Proposed Method
Human perception tests indicate that prosodic cues, including
pitch movements, can be employed to distinguish one language
or accent from another [14, 15]. However, prosodic features
have not been fully exploited in language ID systems [16], as
well as in dialect classification. The trm ”pitch” represents the
perceived fundamental frequency of voiced speech. The pitch
variation while speaking (intonation) is an aspect of speech
which varies among dialects. Therefore, changes in pitch can
be applied to dialect separation assessment.

2.1. 2-Dimensional Pitch Slopes

As we briefly mentioned in the introduction section, our objec-
tive is to develop an unsupervised system that automatically as-
sesses the separation between dialects, based on available train
data. The system’s input is untranscribed conversational audio,
and we want to compare different dialects on the basis of pitch
movements. Therefore, our approach is to statistically model
pitch changes in voiced speech data for each dialect, with a
fixed pitch feature vector length. Note that our efforts focus
on unrestricted data which represents unknown speakers, and
unknown text. As the first step, pitch frequencies are extracted
from every utterance of each dialect using Robust Algorithm for
Pitch Tracking (RAPT) [17] to obtain a single pitch vector per
utterance. Next, pitch vectors are normalized on the utterance
level by subtracting the utterance’s mean pitch in order to re-
duce inter-speaker pitch variability. 3-Dimensional feature vec-
tors are then generated from all the three consecutive nonzero
pitch values. Since we are looking for features that show the
changes in pitch, instead of raw pitch we use the slope. The
step size in pitch extraction algorithm is fixed (10 msec.), there-
fore every two pitches are subtracted to obtain pitch slope or
delta pitch. Consequently, from each 3D feature vector [F01

F02 F03 ], 2D vector [(F02 -F01 ) (F03 -F02 )] is derived.
In the next step, all 2D pitch slope feature vectors extracted

from every speaker and utterance of each dialect’s data are used
to build 3D histograms. Each histogram is considered as a sta-
tistical representation of pitch change in the corresponding di-
alect. Fig. 1 shows an example of 3D pitch slope histogram.
Each 2D pitch slope vector corresponds to a point on the XY
plane.
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Figure 1: 3D histogram for Egyptian Arabic dialect pitch
slopes.

2.2. Pitch Pattern Codebook

Now that we have extracted all the 2D pitch slopes for each
dialect, the next step is to find the pattern of changes in every
three consecutive pitches. For instance, a positive slope means
an increase in pitch, and alternatively a negative slope repre-
sents a decrease. However, the absolute value of the slope or
pitch change is also important. In other words, steep slopes cor-
respond to abrupt changes in pitch. We experimentally set some
thresholds for delta pitch to obtain a codebook of pitch patterns.
9 different patterns are considered for each dialect which are
depicted in Fig. 2. If the absolute change of pitch is less than 3
Hz, the pitch is considered to be almost unchanged. However,
for absolute pitch slopes more than 3, two options are consid-
ered: positive and negative. Next, for each pattern, the probabil-
ity of occurrence in the given dialect is calculated. This way, we
build a statistical model for pitch patterns which in fact is a dis-
crete probability distribution. The pitch pattern model for each
dialect can be described by matrix P (3× 3) of probabilities.
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Figure 2: Pitch slope patterns.

Furthermore, the obtained pitch patterns of 3D pitch
vectors, can be extended to higher dimensions using N-
grams. In order to build the codebook of patterns for
4D pitch vectors, bi-grams are computed. We first con-
sider each of the 9 pitch patterns as a word in dictionary:
{w1, w2, w3, w4, w5, w6, w7, w8, w9}.

We already have the uni-grams for this dictionary which
are the probabilities of occurrence for each word (pattern). The
joint probabilities are then calculated for every pair of words.
The following formula is used to compute bi-grams:

Pr (wi|wj) =
count(wj , wi)

count(wj)
i, j = 1, 2, . . . , 9

2.3. Distance between Pitch Pattern Models

The Kullback Leibler (KL) divergence or relative entropy [18]
is a non-commutative measure of similarity/dissimilarity be-
tween distributions or statistical models. If P and Q are two
discrete probability distributions, the KL divergence of Q from
P is:

DKL (P‖Q) =
∑

i

P (i) log
P (i)

Q(i)

In the previous subsection, we modeled pitch patterns for each
dialect as a 2D discrete distribution. The next step is to compare
dialect models to come up with a dialect distance measure. We
used KL divergence for comparing the distributions which in
this case has a closed form. The distance of dialect2 (D2) from
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dialect1 (D1) is:

d(D1, D2) =

3∑
i=1

3∑
j=1

P1(i, j) log
P1(i, j)

P2(i, j)

where P1(i, j) and P2(i, j) are discrete distributions of dialect1
and dialect2, respectively. Note that d(D1, D2) is not necessar-
ily equal to d(D2, D1). Therefore, we average the two dis-
tances to obtain separation assessment between two dialects.

3. Experimental Results and Evaluation
3.1. Distance Measures for Three Arabic Dialects

In this section, the use of distance assessment scheme is in-
vestigated for a corpus of three Arabic dialects: AE (United
Arab Emirates), EG (Egypt), and SY (Syria). Our focus here
is to keep the training data balanced, i.e., for each dialect al-
most 5 hours of train data from 32 male speakers is used. The
computed distances using all the available data are as follows:
d(AE,EG) = 0.0036, d(AE,SY)=0.0043, d(EG,SY) = 0.00018.
The distances show that AE and SY have th widest separation,
while EG and SY are the closest dialects. This is the same ob-
servation that resulted from previously proposed log-likelihood
distances [13].

3.2. Evaluation

In order to show that the calculated distances are repeatable, we
run the system on a subset of data which changes in a loop.
In every iteration, different data collected from all the speakers
is used. The results of 10 times running the distance measure
algorithm using each time 1/10th of train data are summarized
in Table 1. The first row of the table shows the distances when
the whole data is used. In the second row mean and variance of
the distances obtained from 10 experiments with subsets of data
is shown.

Set 
d(AE,SY)

(x10-3)

d(AE,EG) 

(x10-3)

d(EG,SY)

(x10-3)

Whole Set 4.3 3.6 0.18 

10 Subsets 
4.4 

(  = 0.6) 

3.7 

(  = 0.5) 

0.22 

(  = 0.07)

Table 1: Mean and variances of 10 distance measures using sub-
sets of the whole data set

In [13] we evaluated our log-likelihood score distribution
distances with the results of an open-set GMM-based dialect
classification task. 600 Mixtures and 26-dimensional MFCC
features were used for classification. A confusion score was de-
fined between each two dialects D1 and D2 as the sum of per-
centage of D1 classified as D2 and vice versa. Here we show
that the pitch pattern based distance measures are consistent
with log-likelihood measures. We also define a new separation
assessment as the inverse of confusion score which obviously
corresponds to the performance of dialect ID system. Fig. 3
shows the normalized dialect distances for the three Arabic di-
alects. The distances from comparing 3D pitch vector patterns
can be compared to the log-likelihood score distribution dis-
tances. Joint PDF and bi-gram distances are also shown in the

figure. These two correspond to 4D pitch vector pattern mod-
els. Inverse confusion distance can be used as a reference to
show how well distance measures can predict dialect classifica-
tion system’s performance.
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Figure 3: Comparison between different dialect distance mea-
sures.

3.3. Perceptive Evaluation

The correlation of presented objective dialect distance with hu-
man perception is shown in this subsection. For this experiment,
two Egyptian subjects are used. Each subjective test consists of
30 sessions. In each session three 15 sec. conversations are pre-
sented from three different dialects (AE, EG, SY). One of the
audio files is indicated as the reference. Listeners were asked to
compare the two other utterances to the reference and on a scale
of 1 (similar to the reference) to 10 (completely different from
the reference) give two perceptual distances for each session.
The reference dialect changes between sessions in a random
way. To make the decisions as speaker independent as possi-
ble, 30 different speakers are used for all the sessions. The per-
ceived distances between each two dialects are averaged across
sessions to obtain one perceptive distance per listener. Since the
native dialect of the subjects is Egyptian their judgment on com-
paring the other two dialects with their native dialect is more
reliable. The resultant subjective distances from both listeners
show that perceptually SY is closer to EG than AE to EG. This
is the same result that we obtained from the proposed objective
distance measures.

4. Conclusions
In this study, a method of assessing dialect separation based
on comparing pitch movement patterns was proposed. 2D pitch
slope vectors were first extracted from all the available train data
for each dialect. The extracted vectors were later categorized
into 9 patterns of pitch change. The probability of occurrence
for each pattern were calculated to build statistical models. The
obtained models were then compared using KL divergence. The
proposed distance measure was evaluated for three Arabic di-
alects.The results show that AE dialect’s pitch movements are
completely distinguishable from the other two dialects (EG and
SY). However EG and SY are more confiscable. Dialect Classi-
fication system’s performance for these three dialects confirms
the results of presented distance measure. The correlation of the
distances with human perception was also investigated in a lis-
tener test. The proposed method of measuring dialect distance
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has applications in dialect classification performance prediction
as well as dialect data purity assessment.
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